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Protein-LM Large-scale protein language models (KDD2021 workshop)

Motivation
- Language and protein are similar

- Governed by intrinsic law

- Linguistics / life code

- Success in large NLP models
- Bert / GPT3 / Switch Transformer

- Apply language model to protein!

Related works
- TAPE (UC Berkeley)

- Evaluating Protein Transfer Learning with TAPE

- A series of downstream tasks

- ESM (Facebook)
- Evolutionary Scale Modeling

- Pretrained language models with 1 billion parameters

Methods
- Pre-train

- Capture universal protein representation from unlabeled data

- Masked language model: mask & predict multiple positions

- Fine-tune
- Supervised on labeled data

- Transfer to downstream tasks

- Alleviate need of annotation

Results
- Improved performance on 4 downstream tasks

- Paper (4 citations); Github (60+ stars)

Task Metric TAPE Protein-LM (3B)

contact pred P@L/5 0.36 0.75

remote homology Accuracy 0.21 0.30

2-nd structure Accuracy 0.73 0.79

fluorescence Spearman'r 0.68 0.68

stability Spearman'r 0.73 0.79

https://arxiv.org/abs/2108.07435
https://github.com/THUDM/ProteinLM


Megatron-MSA Cracking the Grammar of Protein with MSA

Motivation
- From individual to multiple

- MSA: multiple sequence

- Co-evolutionary info

- Sequence variation
- Spatial proximity

- Model alignments jointly!

Related works
- MSA Transformer (Facebook)

- Axial attention

- Interleave row & col

- Residual dependency

Methods
- Data preparation

- HHBlits for constructing MSA database (1.5M samples)

- Training framework
- Megatron-LM (NVIDIA, efficient LM training)

- Contact map
- An intermediate representation between secondary and 

tertiary structures

- Attention map (𝐿 × 𝐿) is a good proxy of contact map

Results
- Improved CC@CAMEO



SPLD-ExtraTrees Predicting kinase inhibitor resistance (Briefings in Bioinformatics)

Motivation
- Protein mutations are common

- Cause drug resistance

- Diseases and targeted curations
- Suppress growth & division signal

- The affinity changes ΔΔG: Δ of ΔG

- Resistance analysis via affinity!

Problem formulation
- Dataset: molecular features → ∆∆G  (n samples)

𝒟 = 𝒙𝑖 , 𝑦𝑖 𝑖=1
𝑛 , 𝒙𝑖 ∈ ℝ𝑚, 𝑦𝑖 ∈ ℝ

- ∆∆G

Mutation → protein stability

- 𝑓𝛽 : Extra-Trees model

Methods
- Self-paced learning

- Learn step by step, starting with easy samples

- Latent variable 𝒗 = 𝑣1, ⋯ , 𝑣𝑛

- Diversity reward

- b protein groups

Results  (Paper)
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https://academic.oup.com/bib/advance-article/doi/10.1093/bib/bbac050/6543900


Thanks for your time!


